Dynamical control for capturing vortices near bluff bodies
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We investigate the vortex dynamics near a translating and rotating circular cylinder in a two-dimensional uniform viscous flow. In analogy with the point-vortex and Eulerian dynamics, there is an interesting scattering effect of vortices approaching the cylinder from far upstream. The vortex–boundary-layer interaction plays an important role in the scattering processes. We implement a modified Ott, Grebogi, and Yorke chaos control scheme, based on a low-dimensional Hamiltonian model of the flow, to capture and stabilize a concentrated vortex around the cylinder. This point-vortex-based control model can successfully be applied in a viscous flow when control is actuated by uniformly rotating the cylinder and actively changing the background flow velocity far from the body. We demonstrate that such a control mechanism can simultaneously control the vortex dynamics, and also suppress the vortex shedding. An analysis of the vortex–boundary-layer interaction is presented to explain the absence of vortex shedding during control simulations. [S1063-651X(98)10508-1]
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I. INTRODUCTION

The interaction of fluid flows and vortical structures with embedded bodies is an important research area in fluid mechanics, with widespread applications in hydrodynamics and aerodynamics, and structural engineering problems. In recent years, considerable effort has been made to control such fluid flows in order to improve the flow characteristics. The possible applications include wake stabilization, lift enhancement, drag and noise reduction, and mixing enhancement, and are attracting increasing interest [1–5].

The complexity of such control problems leads to the study of reduced low-dimensional flow models, which in certain limits capture most of the qualitative features of vortex-body interaction [6–11]. These models provide a framework where an active control algorithm can be easily developed and understood, before it is applied in a realistic fluid system [i.e., full Navier-Stokes (NS) equations]. More importantly, recent advances in control theory of dynamical systems can naturally be applied in these reduced low-dimensional fluid systems. In particular, the method developed by Ott, Grebogi, and Yorke (OGY) [12] has already proven to be successful in several applications, such as controlling a magnetoeelastic ribbon [13], a thermal convection loop [14], chemical reactions [15], solid state devices [16], and chaotic lasers [17].

One of the simplest models for the interaction of a bluff body with concentrated fluid vorticity is that of a single Hamiltonian point vortex interacting with a two-dimensional (2D) cylinder. This system has been extensively studied [18], and it is known to exhibit several remarkable features including a chaotic capturing phenomenon. It has been shown previously [8] that by a proper control algorithm such a vortex can be stably captured near the cylinder. A more interesting result is that the controlled capture can successfully be implemented even for a distribution of vorticity, at corresponding parameter regimes [8]. In this work a continuous vorticity distribution was evolved according to the NS equations, coupled with inviscid “free-slip” boundary conditions on the cylinder surface. This approach, which essentially simulates an inviscid evolution and avoids some numerical difficulties, was aimed to study the qualitative correspondence of Hamiltonian dynamics for continuous fields.

Our aim in this paper is to similarly analyze the dynamics of coherent vortical structures approaching a rotating cylinder in a viscous fluid at Reynolds number around Re=1000, and to develop a possible control mechanism to stably capture a vortex around the cylinder. First, we show that there is an interesting vortex scattering effect, and even a vortex capturing phenomenon, in the case of a rotating cylinder. These phenomena have been previously pointed out in the Hamiltonian vortex dynamics and in the inviscid flow. In the viscous case, however, they have a completely different physical origin: the vortex–boundary-layer interaction, which plays an important role in the vortex dynamics.

Secondly, we demonstrate that by proper perturbations to the flow it is possible to control a vortex passing by a cylinder. The basic requirement we impose for such a control algorithm is that it be implemented only through physically motivated boundary conditions. This leads essentially to two mechanisms in the framework of our model system: one can either rotate the cylinder and/or change the uniform background flow velocity far from the body (i.e., the translational velocity of the cylinder). The other parameters of the problem, such as the circulation around the body or the vortex strength, are not experimentally accessible parameters in a realistic viscous flow, and thus they cannot be used for control. Other forms of control, such as blowing and suction on the cylinder surface, are not studied in this paper. They are,
however, likely candidates for alternative control actuators, as they have been used with success in other flow control problems [7]. In this paper we use small changes in the uniform background flow velocity far from the body as control actuator. We show that these perturbations combined with a uniform rotation of the cylinder can successfully control the vortex and simultaneously stabilize the boundary-layer dynamics.

In our analysis we first review the Hamiltonian vortex dynamics, and implement the control algorithm for the point-vortex system by using perturbations of the background flow velocity far from the body. In order to clearly understand what the particular effects of the finite-size vortex patch, of the diffusion of vorticity, and of the vortex–boundary-layer interaction on the vortex dynamics and control in a viscous flow are, we review in some detail the free-slip vortex dynamics. The free-slip numerical simulations are designed to understand the vortex dynamics and control for a vortex patch in the presence of viscosity but without a boundary layer on the cylinder surface. Next, we analyze the vortex dynamics in a viscous flow around a rotating cylinder, and show the influence of the boundary layer on the vortex dynamics. Finally, these results are used to develop the control procedure for the vortex dynamics.

This paper is organized as follows. In the next section the vortex dynamics and control problem is formulated for Hamiltonian point-vortex dynamics. Section III is devoted to the numerical procedure for solving the Navier-Stokes equations for free-slip and no-slip dynamics. In Sec. IV an analysis of the free-slip vortex scattering and control is presented. Section V is devoted to the vortex scattering dynamics in a viscous flow. The control algorithm for the viscous case is described in Sec. VI. A detailed analysis of the vortex boundary-layer interaction and the stability of the boundary layer during control is presented in Sec. VII. Section VIII contains our concluding remarks.

II. THE HAMILTONIAN MODEL

The Hamiltonian model consists of a circular boundary centered at the origin of the coordinate system, embedded in a uniform background flow of velocity \( u_0 \) parallel to the \( x \) axis and pointing in the negative \( x \) direction (Fig. 1). We also assume a possible varying perturbation \( \delta u_0 \) to the uniform background flow velocity. A point vortex of circulation \( \kappa \) is advected past the cylinder by the background flow, starting upstream of the cylinder. In nondimensional polar coordinates \((r, \theta)\), scaled by the cylinder radius \( R_0 \) and the background flow \( u_0 \), the Hamiltonian for the vortex dynamics is given by [18]

\[
H = -(1 + \varepsilon) r \left(1 - \frac{1}{r^2} \right) \sin \theta + \frac{\sigma}{2} \ln(r^2 - 1),
\]

where the first term is due to the background flow, and the second term to the flow induced by an image vortex. Here \( \sigma = \kappa / 2 \pi R_0 u_0 \) is the nondimensional vortex strength. The parameter \( \varepsilon = \delta u_0 / u_0 \) represents the rescaled perturbation of the background flow. Note that the possible rotation of the cylinder is not included in Eq. (1). This could be modeled by including a uniform circulation around the cylinder. Since, however, in the viscous flow we are interested in simulations on time scales much shorter than the typical spin-up time of the fluid around a rotating cylinder, as a first approximation the effect of the cylinder rotation can be neglected if the vortex does not come very close to the cylinder surface.

The equations of motion for the vortex dynamics are of the Hamiltonian form:

\[
\dot{r} = \frac{1}{r} \frac{\partial H}{\partial \theta}, \quad \text{and} \quad \dot{\theta} = -\frac{1}{r} \frac{\partial H}{\partial r}.
\]

Equation (2) corresponds to a one degree of freedom autonomous Hamiltonian system that is always integrable. With small, time-dependent perturbations introduced into the background flow, however, Eq. (2) has the same structure as that of a driven one degree of freedom Hamiltonian system that is known to generically exhibit chaos. Thus the vortex approaching the cylinder can be captured and exhibit complicated, chaotic motion around the cylinder for a finite time before it is transported away downstream [18,19]. This behavior is a hydrodynamic manifestation of chaotic scattering [20], or more generally, of transient chaos [21].

A detailed analysis of the phase space of the above system reveals a simple flow topology [18]. To illustrate our control strategy, we choose a simple autonomous system with fixed \( \sigma = -2.962\, 96 \) and \( \varepsilon = 0 \) that produces a single saddle point at \((0, -3)\) in Euclidean coordinates [Fig. 3(a)]. The control technique presented in this paper is independent of the specific choice of the parameter \( \sigma \). The technique relies on the existence of at least one saddle point which can be found at any parameter regime. The solid lines in Fig. 3(a) are the constant energy lines of the Hamiltonian (1). Since the energy is conserved during the motion, they also correspond to the vortex trajectories. We emphasize that these lines are not the stream lines of the flow. The stream-line pattern depends on the actual vortex position, and is changing in time as the vortex is advected past the cylinder.

Our aim here is to capture and stabilize the passing vortex at this fixed point by utilizing the OGY method of chaos control. Briefly, the OGY method stabilizes one of the many unstable periodic orbits or fixed points which are inherently present in the dynamics of the system. For unstable fixed
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\[ J = \left. \frac{\partial A}{\partial \mathbf{r}} \right|_{\delta \mathbf{r} = 0, \varepsilon = 0} \]

is the Jacobian matrix evaluated at the saddle point. The vector

\[ \mathbf{G} = \left. \frac{\partial \mathbf{A}}{\partial \varepsilon} \right|_{\delta \mathbf{r} = 0, \varepsilon = 0} \]

gives the effect of small perturbations on the dynamical system. After a short evolution time \( \Delta t \), the new vortex position becomes

\[ \delta \mathbf{r}(t + \Delta t) = \left[ 1 + \mathbf{J} \Delta t \right] \delta \mathbf{r}(t) + \mathbf{G} \Delta t \varepsilon(t). \]

To achieve control, the vortex dynamics is perturbed in such a way that the vortex starting upstream of the cylinder is driven along the stable eigendirection in the vicinity of the fixed point. Let \( \mathbf{e}_s \) and \( \mathbf{e}_u \) denote the stable and unstable eigenvectors of the Jacobian \( \mathbf{J} \), respectively. We define the covariant unstable eigenvector \( \mathbf{f}_u \) by the relations

\[ \mathbf{f}_u \cdot \mathbf{e}_u = 1 \quad \text{and} \quad \mathbf{f}_u \cdot \mathbf{e}_s = 0. \]

The size of the perturbation is evaluated from the condition that the projection of \( \delta \mathbf{r} \) on the covariant unstable eigenvector \( \mathbf{f}_u \) of matrix \( \mathbf{J} \) should decrease each time control is applied [Fig. 1(b)], i.e.,

\[ \mathbf{f}_u \cdot \delta \mathbf{r}(t + \Delta t) = (1 - \beta) \mathbf{f}_u \cdot \delta \mathbf{r}(t). \]

The parameter \( \beta \) is smaller than one, and is chosen to be a function of the distance \( |\delta \mathbf{r}| \) in order to control the magnitude of the perturbation during the targeting procedure. The required perturbations \( \varepsilon \) can then be expressed as a function of the position \( \delta \mathbf{r} \) relative to the fixed point in the following way [8]:

\[ \varepsilon(t) = - \left( \lambda_u + \frac{\beta}{\Delta t} \right) \frac{\mathbf{f}_u \cdot \delta \mathbf{r}(t)}{\mathbf{f}_u \cdot \mathbf{G}}, \]

where \( \lambda_u \) is the unstable eigenvalue of \( \mathbf{J} \). In the present paper an exponential dependence \( \beta = \exp(-\gamma |\delta \mathbf{r}|) \) has been used, although the qualitative results are not apparently dependent on the particular functional form.

Figure 3(a) shows the dynamics of a point vortex under the perturbations (8). The parameters \( \mathbf{f}_u, \mathbf{G}, \) and \( \lambda_u \) have been determined analytically from Eqs. (1) and (2). The time evolution of perturbations to the uniform background flow are shown in Fig. 3(b). One can clearly observe that the control algorithm drives the vortex along the stable direction to the saddle point. Except for the initial perturbations during the targeting procedure, only extremely small perturbations are needed to keep the vortex at the saddle point. In the example shown in Fig. 3(b) the maximum value of the perturbation is quite large during the targeting procedure (\( \varepsilon_{\text{max}} = 1.6 \)). This is due to the fact that if the dynamics is not chaotic, it is typically not possible to drive the vortex trajectory to the stable manifold by small perturbations only. One can, however, optimize this targeting procedure by properly choosing the \( \beta(|\delta \mathbf{r}|) \) function. Depending on the particular objective, one can attempt to either minimize the largest per-
FIG. 3. (a) Typical flow topology: vortex flow lines with arrows indicate direction of the vortex motion. Small circles indicate time evolution of a point vortex under the dynamics of the control and targeting scheme. Initial vortex position is \((3.0, -4.0)\), and \(\sigma = -2.962\text{ }96\). The control time interval is \(\Delta t = 0.1\) and the targeting parameter \(\gamma = 1\). (b) The perturbation to the background flow velocity during control.

turbations or to achieve a smallest cost solution, e.g., by minimizing \(e(t)dt\). Alternatively, in a real fluid system one can also impose restriction on the maximum allowed acceleration of the cylinder, i.e., one can limit \(\Delta e/\Delta t\) to reflect limitations due to the inertia of the cylinder.

During the control part, the size and frequency of the maximum perturbations [the three spikes in Fig. 3(b)] depend on the precision of measurement of \(\delta r\). Higher precision in \(\delta r\) results in more frequent and smaller magnitude perturbations. If the absolute precision is \(\xi\), the maximum perturbation scales as \(e_{\text{max}} \sim \xi(\lambda_u + 1/\Delta t)\), and the time interval between spikes as \(\Delta t_{\text{spikes}} \sim (\ln \xi)/\lambda_u\).

Our aim in this paper is to analyze the corresponding vortex dynamics and control as above in a viscous flow. Due to the complexity of the problem, we first analyze the vortex dynamics with inviscid free-slip boundary conditions, and in a second step we concentrate on the viscous case. The next section details the numerical procedure for both the free-slip and no-slip simulations.

III. NUMERICAL SOLUTION OF NAVIER-STOKES EQUATIONS

In our numerical analysis we use a pseudospectral evolution scheme discussed previously in Ref. [24]. The NS equation is solved using a vorticity-stream function representation \((\omega, \psi)\) of the flow implemented on a polar grid centered on the body. The scheme uses a finite-difference approximation in the radial direction and spectral decomposition in the angular direction. The velocity field in polar coordinates \((\rho, \phi)\) is given by

\[
v_\rho = -\frac{1}{\rho} \frac{\partial \psi}{\partial \phi} \quad \text{and} \quad v_\phi = -\frac{\partial \psi}{\partial \rho}
\]

for the radial and tangential velocities, respectively. The NS equations rendered in dimensionless form are

\[
\frac{\partial \omega}{\partial t} = \frac{1}{\rho} \left( \frac{\partial \psi}{\partial \rho} \frac{\partial \omega}{\partial \phi} - \frac{\partial \psi}{\partial \phi} \frac{\partial \omega}{\partial \rho} \right) + \frac{1}{\text{Re}} \nabla^2 \omega,
\]

\[
\omega = -\nabla^2 \psi,
\]

where the Reynolds number \(\text{Re} = u_0 R_0 / \nu\) and \(\nu\) is the kinematic viscosity.

To ensure high grid density in the physically interesting region (close to the body) a radially stretched grid is introduced. Such a grid maintains high resolution close to the cylinder yet can still extend to large distances, to simulate a real open flow. In particular, we use \(\eta = \ln[(r-1+a)/a]\) as the new radial coordinate with \(a\) being a stretching parameter.

The main component of the flow field is due to the background flow, and can be derived from the inviscid stream function:

\[
\psi_0(\rho, \phi) = -(1+\varepsilon) \rho \left(1 - \frac{1}{\rho^2}\right) \sin \phi.
\]

To simplify numerical calculations we rewrite the NS equations to evolve only the corrections to this flow. The resulting equations are somewhat lengthy and are omitted here for brevity. They are, however, identical to those in Ref. [24] and the reader is referred there. The time evolution is computed using a third-order Runge-Kutta scheme with fixed step size [24].

On the outer boundary of the computational domain the boundary conditions are set to match the inviscid solution far from the body, i.e.,

\[
\psi(\rho_{\text{max}}, \phi) = \psi_0(\rho_{\text{max}}, \phi).
\]

Details of how these boundary conditions are numerically implemented can also be found in Ref. [24].

A. Details of the free-slip simulation

The physical boundary conditions on the cylinder surface are, in the free-slip case,

\[
\frac{\partial \psi}{\partial \rho} \bigg|_{\rho = 1} = 0.
\]

Numerically this is implemented as \(\psi(\rho = 1, \phi) = 0\). Additionally, as suggested in Ref. [25], the numerical boundary condition \(\partial \omega / \partial \rho = 0\) is imposed on the cylinder boundary, which correctly reproduces an inviscid dynamics.

As the initial vorticity field for the control simulations, we used a localized Gaussian distribution of vorticity \(\sim \exp[-(r-r_0)^2/2\delta^2]\) centered on a point \(r_0\) far from the cylinder, of typical transversal size \(\delta\). The initial position of the Gaussian vortex was in the vicinity of the stable manifold of the fixed point of the background point-vortex model, to avoid artificially large initial perturbation during the target-
ing procedure. The extension $\delta$ of the distribution ranges from 0.2 to 0.6, so the size of the vortex is comparable with that of the cylinder.

The position $r_0(t)$ of this extended vortex, required for the input to the control algorithm, is computed as the center of vorticity in a domain $D(t)$ around the vortex:

$$
r_0(t + \Delta T) = \frac{\int_{D(t)} \omega(r') \theta(-\omega(r')) d^2r'}{\int_{D(t)} \omega(r') \theta(-\omega(r')) d^2r'},
$$

where $\Delta T$ is the time step for numerical integration and $D(t)$ is a disk of radius $2\delta$ centered on the vortex position at time $t$, i.e., $r_0(t)$. The function $\theta(\omega) = 1$ for $\omega > 0$ and $\theta(\omega) = 0$ for $\omega < 0$, is used to weight the positive vorticity only, avoiding confusion with the opposite-signed shed vorticity (which appears only in the no-slip simulations). In a realistic controller such an input should come from instantaneous physical measurements, such as multiple pressure observations and/or velocity monitoring. It has been shown previously that the vortex dynamics can be entirely reformulated in a pressure-measurement space, by recording two or three point pressures on the cylinder surface [26]. Then a control algorithm analogous to the one described here can be applied in the pressure space without relying on actual vortex position [27].

B. Details of the no-slip simulation

The physical boundary conditions on the cylinder surface are typical no-slip conditions, i.e.,

$$
\frac{\partial \phi}{\partial \phi} = 0 \quad \text{and} \quad \frac{\partial \phi}{\partial \rho} = \Omega,
$$

where $\Omega$ is the angular velocity of the cylinder, measured in the counterclockwise direction. These boundary conditions can be used to specify the stream function and the vorticity at the boundary. As numerical boundary condition for the stream function, $\phi = 0$ is used. The value of the wall vorticity is obtained by inserting conditions (16) in Eq. (11), specified at the wall and using a standard second-order estimate [25].

To ensure physically self-consistent initial conditions for the vortex dynamics, and to avoid the transient effects of wake generation during the control process, we first compute the solution for a fully developed wake with no controlled vortex present. To break the initial symmetry of the wake (which is unavoidable for symmetric initial conditions) the cylinder was impulsively rotated back and forth during the first few time units and stopped afterwards. The relaxation toward a periodic solution is checked by monitoring the evolution of forces on the cylinder [cf. Fig. 15(a)].

After this, a Gaussian distribution of vorticity is superimposed on the vortex street solution centered at a point $r_0$ far upstream of the cylinder. In the numerical scheme this corresponds to a vortex that suddenly enters the finite computational domain. In response to this event the total circulation contained in the domain grows by a quantity equal to the vortex circulation.

This fact cannot be accounted for by the boundary condition (13) which imposes the irrotational field, with zero circula-

tion, on the outer edge of the domain. The artificial constraint of condition (13) would require creation of additional circulation. The only mechanism by which additional circulation can be created is by vortex shedding from the cylinder surface. Thus the placement of the vortex in the computational domain would result in an impulsive vorticity generation and consequent impulsive shedding even if the vortex is placed far from the cylinder. To maintain the circulation balance, condition (13) should be replaced by a condition where the actual value of circulation around the domain is imposed explicitly. Instead, for numerical convenience, this is done by introducing a second vortex of equal strength and opposite sign far downstream which maintains the vorticity balance in the computational domain. This additional vortex does not influence directly the vortex dynamics (it is far from the upstream vortex), but successfully balances the circulation in the computational domain. The position of the vortex placed upstream is monitored in analogy with the free-slip case using Eq. (15).

The drag and lift coefficients $C_D$ and $C_L$ are computed as [28]

$$
C_D = \int_0^{2\pi} d\phi (\bar{p} \cos \phi - \bar{\sigma}_{\rho \phi} \sin \phi),
$$

$$
C_L = \int_0^{2\pi} d\phi (\bar{p} \sin \phi + \bar{\sigma}_{\rho \phi} \cos \phi),
$$

where the first and second terms describe the contributions of the pressure and shear stress forces, respectively. The dimensionless quantities $\bar{p}$ and $\bar{\sigma}_{\rho \phi}$ are defined as

$$
\bar{p} = \frac{p}{\rho u_0^2 R_0} = \frac{1}{Re} \int_0^\phi d\varphi \frac{\partial \omega}{\partial \rho} (\rho = 1, \varphi)
$$

and

$$
\bar{\sigma}_{\rho \phi} = \frac{\sigma_{\rho \phi}}{\rho u_0^2 R_0} = \frac{R_0}{Re} [\omega(\rho = 1, \varphi) + \Omega].
$$

Here $\bar{p}$ is the density of the fluid.

To test the numerical procedure, several runs were carried out for different values of $\Omega$ at Re=500 with no controlled vortex present. The time evolution of the drag and lift coefficients was monitored. We have found good agreement [27] with the coefficients measured by Chew et al. using a hybrid vortex scheme [28].

IV. FREE-SLIP DYNAMICS AND CONTROL

Before applying the control scheme in a NS flow, we have to determine whether the basic features of the point-vortex flow topology are still preserved in the NS flow. Such an analysis has been presented previously for the free-slip case [19]. Here, we briefly reexamine some of the important results with a control implemented by changing the uniform background flow velocity at infinity.

Previous results on vortex scattering around a cylinder using free-slip dynamics have shown a strong correspondence to the Hamiltonian vortex dynamics [19] if the vortex
patch size is small (δ<0.5). It has been shown analytically in Ref. [19] that the correction to the Hamiltonian dynamical equations is of order $\eta_0^2$, where $\eta_0$ is a small parameter characterizing possible internal degrees of freedom of the vortex (e.g., ellipticity). This can also be observed in Fig. 4 where the time evolution of the vorticity is shown for an initial patch size of $\delta=0.25$. The Reynolds number is Re=1000. The vortex maintains coherence as it is advected past the cylinder and the center of vorticity closely follows the Hamiltonian trajectory. If the vortex is extended (δ>0.5) the interaction is significantly more complex. This can be observed in Fig. 5, where the vortex dynamics in the case of the free-slip boundary conditions is plotted for a typical initial condition for a large vortex patch of size $\delta=0.6$. During the vortex-cylinder interaction process the initially strongly coherent vortex is stretched, and some low-vorticity filaments detach from the vortex and remain around the cylinder even after the core of the vortex leaves the domain shown in Fig. 5. In this case only the core of the vortex patch of size $\delta=0.6$ maintains coherence and follows roughly the Hamiltonian trajectory [cf. Fig. 6(a)].

Thus we expect that for spatially coherent vortices most of the features of the point-vortex control can be readily implemented for NS free-slip dynamics. The only important inviscid process that cannot be modeled with a simple point-vortex description is the vortex breakdown, when strong shearing fluid motion breaks away a large extended vortex, or some strongly stretched vortex filaments. As we will see below [cf. Fig. 6(d)], however, there are no regions of strong shear in the vicinity of the target saddle point, and these effects do not play an important role during control on time scales shorter than the viscous time.

To achieve control, external perturbations are introduced to the background flow velocity at infinity in the same spirit as for the point-vortex case. The position of the vortex required to evaluate the perturbation is obtained as the center of vorticity of the controlled vortex (15). Thus the action of the controller is determined solely as though a point vortex is present at the center of vorticity of the extended vortex.

To test the validity of the control scheme in the free-slip framework, we place a blob of vorticity with initial condition $(x_0,y_0)=(3,-4)$ and $\delta=0.6$ for Re=1000. A grid of 128×128 is used with stretching parameter $a=0.2$, domain size $\rho_{\text{max}}=100$, and the time step for numerical integration of 0.01. We first evolve the vorticity profile without the control scheme, as shown in Fig. 6(a). One can observe that the core of the blob advects past the cylinder essentially following the Hamiltonian flow lines in spite of the significant shape distortion and detachment of the low-level vorticity. Then we repeat the same numerical experiment, now with the controller turned on [Fig. 6(b)]. The vortex slowly approaches the Hamiltonian fixed point and remains there for at least 30 characteristic flow times. In spite of the fact that the controlled vortex has a slightly distorted shape, the algorithm results in the stabilization of the vortex very close to the fixed point. Figure 6(c) displays the applied perturbation to the uniform background flow as a function of time. After the short targeting period, the required perturbation is small, about 5% of the background flow velocity. With a perfect model of the flow the perturbations would go to zero in the long time limit. The discrepancy is due to the fact that the shape distortions are not included in the point-vortex model on which the control algorithm is based. Note that while an elliptic vortex like the one in the final stages of control is expected to rotate, this one does not have a rotational motion. The absence of rotation can be explained from the to-
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In our numerical simulations, we have never been able to reach this stage in the free-slip case. The vortex dynamics is still exhibited in the free-slip case. The vortex trajectory marked in Fig. 7 displays vortex trajectories with different impact parameters. The vortex scattering, drag, and lift coefficients have been extensively analyzed for $\alpha$ values ranging from 0 to 6 [28].

In this section we focus our attention on the dynamics of an external vortex that approaches the cylinder from upstream, interacts with it, and then is advected downstream. Such a vortex could originate from vortices shed by other bodies placed far upstream. This vortex dynamics can be regarded as a kind of scattering process, with a very simple dynamics (uniform advection) far from the cylinder, and a highly non-trivial interaction close to the cylinder. With the initial vortex coordinate $x_0$ fixed, $y_0$ can be regarded as an impact parameter that characterizes the scattering process.

There is an additional parameter in the problem, the phase of the beginning of the simulation relative to the periodic vortex shedding. Since the vortex approaching the cylinder strongly disturbs the vortex shedding, we have found that the phase is not an important parameter in the simulation.

Figure 7 displays vortex trajectories with different impact parameters at $\alpha=0$ (no rotation). For comparison Fig. 3(a) displays the vortex trajectories for Hamiltonian dynamics.

V. VORTEX SCATTERING IN A VISCOUS FLOW

We now examine the vortex scattering in the case of no-slip boundary conditions on the cylinder surface, when the cylinder is rotating counterclockwise with uniform angular velocity $\Omega$. This rotation is characterized by the dimensionless parameter $\alpha = \Omega R_0 / u_0$, i.e., the ratio of the velocity of the cylinder surface to that of the background flow at infinity. The vortex shedding, drag, and lift coefficients have been extensively analyzed for $\alpha$ values ranging from 0 to 6 [28].

In this section we focus our attention on the dynamics of an external vortex that approaches the cylinder from upstream, interacts with it, and then is advected downstream. Such a vortex could originate from vortices shed by other bodies placed far upstream. This vortex dynamics can be regarded as a kind of scattering process, with a very simple dynamics (uniform advection) far from the cylinder, and a highly non-trivial interaction close to the cylinder. With the initial vortex coordinate $x_0$ fixed, $y_0$ can be regarded as an impact parameter that characterizes the scattering process.

There is an additional parameter in the problem, the phase of the beginning of the simulation relative to the periodic vortex shedding. Since the vortex approaching the cylinder strongly disturbs the vortex shedding, we have found that the phase is not an important parameter in the simulation.

Figure 7 displays vortex trajectories with different impact parameters at $\alpha=0$ (no rotation). For comparison Fig. 3(a) displays the vortex trajectories for Hamiltonian dynamics.

The basic difference comes from the vortex–boundary-layer interaction. Figure 8 shows the time evolution of the vorticity field for the trajectory marked in Fig. 7. As the vortex approaches the cylinder on a trajectory similar to the Hamiltonian dynamics, at a critical distance from the cylinder surface a secondary vortex of opposite sign is induced in the boundary layer, which pairs with it and is advected away. Since the strength of the two vortices is not the same, they travel on curved trajectories. The vortex trajectories can typically intersect themselves or other trajectories, since the velocity field depends not only on the actual vortex position but rather on the entire trajectory, i.e., the whole history of the
time evolution. Interestingly, Fig. 7 suggests that there is an envelope of these trajectories that defines a region around the cylinder that is not accessible for vortices coming from outside.

Next, we focus on the case of a rotating cylinder. To understand the scattering process in the presence of a rotating cylinder, we recall that the spin up of the surrounding fluid at radius \( r \) from the origin takes place on a time scale of order \( \text{Re}(r^2) \). Thus the typical time scale can be assumed to be of order of \( \text{Re} \). This is much larger than the time a vortex spends around the cylinder before it is transported away by the background flow. Therefore, on relatively short time scales, and for distances not too close to the cylinder surface, the vortex dynamics is not directly affected by the cylinder rotation. The rotation does, however, influence the vortex dynamics through its effect on the stability of the boundary layer. We note here that the cylinder starts to rotate impulsively at time \( t = 0 \), when the vortex is placed upstream of the flow at coordinates \((x_0, y_0)\). Apart from numerical convenience, this seemingly arbitrary relation between the start of the spin and the position of the vortex will be regarded as part of the control action (see next section). The details of the actual vortex dynamics may subtly depend on this choice, but we observe no qualitative differences as long

FIG. 8. (Color) Time evolution of the vorticity field for the trajectory marked in Fig. 7. The vorticity contours are shown in green and blue for positive and negative vorticity, respectively. The vorticity increment between consecutive level lines is 5, starting with 2.5 and \(-2.5\) for green and blue lines, respectively. The cylinder is shown in red. The time between consecutive instants of vorticity field is 2. A \( 256 \times 200 \) grid has been used in angular and radial direction, respectively, with a step size for integration of 0.001. The stretching parameter was \( a = 0.2 \) and the radius of the computational domain \( r_{\text{max}} = 100 \). The size of the initial Gaussian profile was \( \delta = 0.25 \) and the vortex strength \( \sigma = -2.962\,96 \). One grid cell corresponds to a unit square.
as $|\mathbf{r}_0| \ll \text{Re}$ (here $\mathbf{r}_0$ denotes the initial vortex position) [27].

Figure 9 shows the vortex scattering for different impact parameters for a rotating cylinder at $\alpha = 4$. One can observe that the vortex can now come significantly closer to the cylinder surface. The trajectory marked with an arrow indicates the existence of a saddle-point-like structure below the cylinder at some instant of time. The time evolution of the vorticity field corresponding to this trajectory is shown in Fig. 10. The boundary layer is stable when the vortex is relatively far from the cylinder surface, but a large positive-signed vortex is shed as the scattered vortex comes close to the cylinder surface.

Figure 11 displays the vortex scattering at $\alpha = 10$. Here the overall flow structure has some similarities to the Hamiltonian case, as vortex trajectories typically penetrate the wake of the cylinder. There is a limiting curve for incoming vortex trajectories similar to the separatrix in the Hamiltonian case, that divides trajectories passing below and above the cylinder. One of the significant differences is that several initial conditions lead to a finite-time vortex capture. The time evolution of the vorticity field for one of these captured trajectories is shown in Fig. 12. In the point-vortex dynamics, such finite-time vortex capture has been observed for an oscillating cylinder only. In the Hamiltonian dynamics the origin of such capture is the explicit time dependence of the equations of motion (2) that leads to the formation of a chaotic saddle in the vicinity of the cylinder [20,30,31]. In the case of a viscous flow there is an implicit time dependence of the dynamics due to the vortex–boundary-layer interaction. Moreover, since the captured vortex comes close to the cylinder surface, it is affected by the fluid that is spinning up in the vicinity of the rotating cylinder surface. This also contributes to the fast rotation of the vortex around the body. Note that there is no significant vortex shedding during such a capture process.

In this section we analyzed the vortex scattering on a rotating and translating cylinder in a viscous flow. While the dynamics far from the body is described qualitatively by the Eulerian dynamics, the interaction with the boundary layer as the vortex comes close to the cylinder induces some new interesting effects, i.e., the presence of a region not accessible for vortices approaching from upstream, and also a vortex capturing effect [27]. We plan to present a detailed analysis of this scattering process in future.

VI. VORTEX CONTROL IN THE VISCOUS CASE

The numerical experiments in the preceding section suggest that the boundary-layer dynamics depends strongly on the rotation parameter. The larger the $\alpha$, the longer is the typical time scale on which a large secondary vortex forms. At large $\alpha$ values the boundary-layer dynamics does not couple with the vortex dynamics. Even at $\alpha = 4$, there is no secondary vortex shed as long as the vortex approaching the cylinder is about one cylinder radius away from the cylinder surface. On the other hand, on time scales much smaller than Re, the velocity field at the target fixed point is not affected by the cylinder rotation, and thus our Hamiltonian model (1) is expected to be valid in the vicinity of the fixed point. These arguments have resulted in the following formulation of the control algorithm: let the cylinder be rotating at constant $\alpha$ throughout the control procedure in order to prevent secondary shedding of strong opposite-signed vorticity. Simultaneously, the perturbation to the uniform background flow velocity at infinity $\partial_0$ is changed as a control parameter. The required perturbation is evaluated based on the actual vortex position, assuming the ideal Hamiltonian flow approximation, Eqs. (1), (2), and (8). Such a numerical experiment is presented in Fig. 13. The corresponding control perturbation in the background flow velocity field is shown in Fig. 14.

In Fig. 13, as control is applied the vortex approaches the target saddle point (marked by a cross) along the stable eigendirection. Due to the constant rotation of the cylinder ($\alpha = 4$), the vortex shedding gradually diminishes and finally disappears around $t = 12$ [plate (g)]. The vortex settles down on the fixed point and remains stable throughout the simulation. Correspondingly, the magnitude of the perturbation slowly decreases, but asymptotically does not reach the zero value. This effect is due to the simple form of the control model of the flow, which does not take into account the additional vorticity in the boundary layer, and to the small but non-negligible effect of the cylinder rotation on the velocity field at the target point. These additional effects lead to a renormalized unperturbed background flow velocity that is slightly smaller than 1, as also suggested by the small negative asymptotic value of the perturbation of $-0.3$. In fact by estimating the position of the fixed point and the eigenvalues and eigenvectors from the Navier-Stokes scattering simulations, rather than from the Hamiltonian model, one can further reduce the magnitude of the perturbations. Such a simulation is presented in Ref. [27], where the control parameters are extracted from the marked trajectory of Fig. 9. The required perturbations for control are decreased by an additional 50% [27].

During the control procedure the overall controlled vorticity is conserved. The vorticity in a large domain around the controlled vortex changes less than 1% during the control.
simulation. The original compact Gaussian vorticity profile, however, diffuses away considerably as shown by the evolution of the vorticity contour lines in Fig. 13.

The time evolution of the drag and lift coefficients is also monitored throughout the numerical experiment. Figure 15 displays these coefficients for various values of $\alpha$ for both the controlled and the uncontrolled state. As a reference, the time evolution with $\alpha=0$ and no controlled vortex present is also shown [Fig. 15(a)]. These are essentially the drag and lift coefficients for a cylinder uniformly translating in a viscous flow. The periodic oscillations are due to the periodic vortex shedding. When the cylinder is rotating counterclockwise with $\alpha=4$ a Magnus effect is observed and the lift coefficient is significantly increased [cf. Fig. 15(b)]. Note, however, that the lift cannot be increased without bound by increasing $\alpha$. Figure 15(c) shows practically the same asymptotic value for the lift coefficient at $\alpha=10$ as for the one at $\alpha=4$. Also, the ratio of the lift to drag coefficient is actually decreasing from $\alpha=4$ to $\alpha=10$ in accordance with previous observations by Chew et al. [28].

Figure 15(d) shows the time evolution of the lift and drag coefficients during the control procedure. There are two interesting observations. First, the mean lift coefficient is of negative sign, e.g., the net lift force is toward the captured vortex. If the captured vortex would be of positive sign, the target fixed point would lie symmetrically just above the cylinder and correspondingly, the lift would be toward the vortex and of positive sign. This is similar to the case of a captured vortex over an airfoil, that is known to significantly increase the lift. Secondly, the drag coefficient is positive
and small, which means the body translates practically drag-free and it is even subject to a small thrust. We note that the actual asymptotic value of the lift coefficient in the controlled case is smaller than the one created by a simple Magnus effect at corresponding angular velocities [cf. Figs. 15(b) and 15(d)]. The ratio of the lift to drag coefficient is, however, significantly higher. We note that the controlled vortex-cylinder system shown in Figs. 13(k)–13(p) has a very similar stream function pattern to that of a translating dipole with the controlled vortex being one of the vortices and the cylinder playing the role of the opposite-signed vortex. The forces we obtained in the NS simulations are consistent with such a picture.

Figure 15(e) displays the drag and lift coefficient for a controlled vortex when the cylinder is rotating at constant $\alpha = 10$. This shows that the forces do not reach a stationary value, but are oscillating periodically around the value measured in Fig. 15(c) for $\alpha = 4$. This is due to the fact that the vortex shedding does not disappear completely, as in Fig. 13, and there is a small shedding of low-level vorticity that leads to the oscillations in the lift and drag coefficients.

The rotation of the cylinder is essential for the success of the control. If the cylinder is not rotating, the vortex can be stabilized for extremely short times only. Soon after the vortex reaches the target saddle point, an opposite-signed vortex is shed from the boundary layer, pairs with the controlled vortex, and subsequently the control fails.

The typical capture time for the no-slip simulations is about 50 time units. On this time scale the boundary layer thickens gradually and eventually a vortex is shed. At this point the control is lost since the shed vortex usually pairs with the controlled vortex and the vortex pair formed cannot be stabilized any longer.

**VII. THE VISCOS RESPONSE OF THE BOUNDARY LAYER**

Our goal in this section is to show that there is a steady solution for the boundary-layer equations in the presence of an external vortex, as suggested by the viscous simulations in the preceding section. Previous results on the vortex–boundary-layer interaction show that there are two basic types of response of the boundary layer when a vortex passes close to a wall [32]. In the first case, when the vortex speed is relatively low, there is no steady viscous solution. Secondary vortical structures develop on the wall, leading to an eruption of the boundary layer [33,34]. In the second case, when the vortex moves fast relative to the wall, there is a stable solution, although the boundary layer “thickens” gradually [35,36]. Here we show that the long-term stability of the boundary layer observed in the experiments in Sec. VI is due to an effect more subtle than the one leading to the typical stable behavior mentioned above.

When analyzing the viscous response of the boundary layer we assume that the control is active, as shown in Figs. 13(k)–13(p). Therefore the vortex remains stationary, and the cylinder is rotating with a constant angular velocity. For the boundary-layer dynamics, this means that the boundary conditions can be considered as time independent for simplicity.

Let us first introduce the following notations for the velocity components:

$$w = v_r, \quad u = v_\phi$$

for the radial and angular components, respectively, and define the new boundary-layer scaled radial variables

$$\bar{y} = (\rho - 1)Re^{1/2}, \quad \bar{w} = wRe^{1/2}. \quad (21)$$

The Prandtl equations, governing the evolution of the unseparated boundary layer, result as

$$\frac{\partial u}{\partial t} + \bar{w} \frac{\partial u}{\partial y} + u \frac{\partial u}{\partial \phi} = -\frac{\partial p_\infty}{\partial \phi} + \frac{\partial^2 u}{\partial y^2}, \quad (22)$$

$$\frac{\partial \bar{w}}{\partial y} + \frac{\partial u}{\partial \phi} = 0. \quad (23)$$

Here $p_\infty$ denotes the pressure outside of the boundary layer, due to the inviscid solution at the cylinder boundary in the presence of the background flow and the vortex. The Bernoulli equation implies, for a pressure $p_\infty$ at the outer edge of the boundary layer,

$$dp_\infty = -u_\infty du_\infty. \quad (24)$$

Therefore Eq. (22) expressed in terms of the inviscid velocity $u_\infty$ on the cylinder surface can be written

$$\frac{\partial u}{\partial t} + \bar{w} \frac{\partial u}{\partial y} + u \frac{\partial u}{\partial \phi} = u_\infty \frac{\partial u_\infty}{\partial \phi} + \frac{\partial^2 u}{\partial y^2}. \quad (25)$$

The boundary conditions are

$$u = \alpha, \quad \bar{w} = 0 \quad \text{at} \quad \bar{y} = 0 \quad (26)$$

and

$$u(\bar{y}, \phi, t) \rightarrow u_\infty(\phi), \quad \text{as} \quad \bar{y} \rightarrow \infty. \quad (27)$$
To increase precision in the physically interesting region near the cylinder wall, we introduce the radially stretched coordinate \( \eta = \ln[(\tilde{y} + b)/b] \), with \( b \) being a stretching parameter. Then the governing equations (25) and (23) in the new coordinates become

\[
\frac{\partial u}{\partial t} + \frac{\tilde{w}}{b e^{\eta}} \frac{\partial u}{\partial \eta} + \frac{u}{\partial \phi} \frac{\partial u}{\partial \phi} = \frac{u_{\infty}}{b} \frac{\partial^{2} u}{\partial \eta^{2}} - \frac{\partial u}{\partial \eta} + \frac{1}{(b e^{\eta})^2} \left[ \frac{\partial^{2} u}{\partial \eta^{2}} - \frac{\partial u}{\partial \eta} \right],
\]

(28)

\[
\frac{1}{b e^{\eta}} \frac{\partial \tilde{w}}{\partial \eta} + \frac{u}{\partial \phi} = 0.
\]

(29)

We solve these equations numerically with a standard finite-difference method. The only input necessary for the problem is \( \alpha \) and \( u_{\infty}(\phi) \). The angular velocity of the cylinder \( \alpha \) is constant, while \( u_{\infty}(\phi) \) depends implicitly on the vortex position and background flow. Figure 16(a) shows the typical inviscid velocity profile when the vortex is on the target fixed point and the cylinder is not rotating, i.e., \( \alpha = 0 \). This profile has been obtained as a solution for the inviscid problem with the controlled vortex placed on the target fixed point, and a second opposite-signed vortex placed far downstream, to maintain vorticity balance, as explained before. This profile shows the existence of four stagnation points. One can observe that there is one region with strong adverse pressure gradient (around \( 1.6 \leq \phi/\pi \leq 1.7 \)) where the secondary vortex is expected to develop [37].

FIG. 12. (Color) Time evolution of the vorticity field for \( \alpha = 10 \) in the case of the trajectory marked by arrow in Fig. 11. The parameters of the numerical solution are the same as those used in Fig. 8.
The numerical calculations are performed on a grid $36 \times 64$ in radial and angular direction, respectively. The outer boundary is set at a large but finite value $\eta_{\text{max}} = 4.0$ with the stretching parameter $b = 0.5$. The convergence is checked by repeating the simulation on a larger grid $72 \times 128$. No significant differences have been observed.

Figure 16 shows the solution to Eqs. (23) and (24) at time $t = 0.48$. As an initial condition for the velocity field, we assume that the inviscid solution is valid throughout the boundary. One can observe the newly developed backcircuiting structure which later leads to an eruption of the boundary layer as seen in Fig. 8(c). Note that the “spiky” appearance of Fig. 16(b) is due to the presence of the stagnation points on the cylinder surface, and the position of flows perpendicular to the surface correspond approximately to these stagnation points.

Figure 16(c) shows the result of the simulation at $t = 2.0$ for a rotating cylinder, at the typical value used during the control process $\alpha = 4.0$. One can observe the complete absence of the secondary vortical structures, in contrast to the case when the cylinder is not rotating. To understand this remarkable stability of the boundary layer [38], let us transform our problem to a frame comoving with the rotating boundary. The inviscid velocity and pressure profile seen from this frame will be similar to the one in Fig. 16(a), with one difference: in this comoving frame the vortex and the background flow is rotating around the cylinder. This means that the velocity and pressure profile is changing in time.
periodically. The region with positive streamwise pressure gradient from Fig. 16 will have a negative pressure gradient just after a period approximately \( t_0 \sim \pi/2 \alpha \). If the cylinder is rotating fast enough, the outer edge of the boundary layer experiences an average pressure, without strong gradients. The actual criteria for stability could be formulated in the following way: the typical time scale associated with the generation of the vortical structures in the case \( \alpha = 0 \), that is on the order of \( t_0 \sim 0.5 \), should be larger than \( t_0 \). In terms of the cylinder rotation, this means that the angular velocity \( \alpha \) should be larger than 1.6. In the limit of large \( \alpha \), the inviscid velocity at the wall seen in the comoving frame \( u'_w(\phi,t) \) can be replaced by its time averaged value \( \langle u'_w(\phi,t) \rangle \), that in the first approximation is constant and no longer depends on \( \phi \). In this way, the flow is similar to one occurring between two concentric cylinders, when the inner cylinder is at rest while the outer one is rotating with a relatively low, constant angular velocity.

**VIII. CONCLUSIONS**

In this paper we studied the interaction of a large coherent vortex with a translating and rotating cylinder. We showed that in a viscous flow, there is an interesting and highly non-trivial scattering effect of advecting vortical structures. Moreover, in the case of a rotating cylinder, these vortices can be captured for long periods. Based on the observations of vortex scattering in viscous flows on the one hand, and a control scheme previously implemented in inviscid flows on the other, we developed a simple control algorithm to stabilize an external vortex near a moving cylinder in a viscous flow.

As a main result, we demonstrated that control of the vortex dynamics based on a low-dimensional reduced dynamical model, previously reported in Hamiltonian and NS “free-slip” simulations, can be achieved in a viscous fluid. While previous studies used the circulation around the cylinder as a control parameter, here we introduced a more realistic perturbation: small changes in the uniform background flow velocity at infinity, combined with a uniform
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